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Abstract

Nowadays, Kaffir lime oil is one of the highly demand in the industries and sold with various market prices. But sometime the
most expensive price of kaffir lime oil does not guarantee the best quality of this oil. Currently, kaffir lime oil quality grading is
based only on human sensory evaluation such as smell and visual which accompanying with confusion and inconsistent result.
This is due to human sensory evaluations have limitations such as easily fatigue and unable to manage mass products of the oil in
time. This paper presents the classification of significant chemical compound of kaffir lime oil in the oil quality grading by using
Non-Linear Support Vector Machine (NSVM). The objective of this study is to classify the quality of kaffir lime oil whether it is
high or low in quality only by tuning the two different kernels into NSVM. This project has used up to 90 samples of kaffir lime
oil data from various high to low quality to prepare NSVM with two different kernels. The implementation of this project was
performed by using MATLAB version R2020A. The result appeared NSVM model with RBF kernel is better than NSVM model
with Polynomial kernel. It was discovered that RBF kernel was able to generate 100% accuracy, specificity, precision, and
sensitivity compared to Polynomial kernel. Since the finding and outcome were effective and significant, thus this study
contributes a lot of benefits for future study especially in kaffir lime field.
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Abstrak
Saat ini, minyak limau purut mendapat permintaan tinggi di industri, dan dijual dengan harga yang berbeda di pasar. Tetapi harga
minyak limau purut yang mahal tidak menjamin kualiti tinggi minyak ini. Pada masa ini, penilaian kualiti minyak limau purut
berdasarkan penilaian deria seperti hidung dan mata menimbulkan kekeliruan dan hasil yang tidak konsisten. Ini kerana penilaian
deria mempunyai batasan dan mudah letih dan tidak dapat menangani banyak sampel sekaligus. Oleh itu, kajian
inimembentangkan klasifikasi sebatian kimia yang penting dalam minyak limau purut untuk gred kualiti minyak dengan
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menggunakan Mesin Vektor Sokongan Bukan Linear (NSVM). Objektif kajian ini adalah untuk mengklasifikasikan kualiti
minyak limau purut sama ada berkualiti tinggi atau rendah dengan menyesuaikan dua kernel yang berbeza ke dalam NSVM.
Projek ini menggunakan 90 sampel data minyak limau purut dari berkualiti tinggi hingga rendah untuk melatih NSVM dengan
kernel yang berbeza. Pelaksanaan projek ini dilakukan dengan menggunakan MATLAB versi R2020A. Hasilnya menunjukkan
model NSVM dengan kernel RBF lebih baik daripada model NSVM dengan kernel Polinomial. Didapati kernel RBF mampu
menghasilkan ketepatan, kekhususan, ketepatan, dan kepekaan 100% berbanding dengan kernel Polinomial. Penemuan dan hasil
ini berkesan dan signifikan sekali gus akan mendorong dan memberi banyak faedah untuk kajian masa depan terutama dalam

bidag limau purut

Kata kunci: mesin vektor sokongan bukan linear, fungsi asas radial, polinomial, minyak limau purut, kualiti tinggi/rendah

Introduction

Kaffir lime oil or scientifically known as Citrus Hystrix
which is originate from Rutacae family can be found in
most Asian Countries. It was widely consumed in
Asian dishes and other few industries such as
aromatherapy, medicines, and fragrances. Despite all,
Kaffir lime oil can also be obtained from its peels and
leaves.  Currently, the oil quality grading was
performed manually based on human sensory
evaluation. It was observed based on the physical
properties of the samples. Human experienced and
perception on the oil long-lasting aroma, color and
odor is the only method to classify the quality of the
oil. Natural sensory quality evaluation method like this
produces less accuracy and subjective as it may vary
from everyone. Usually, the result performed by
natural sensory train grader were not consistent since it
may vary to each other and the process itself take a
high time consuming in the procedure [1-3]. Many
researchers encountered that essential oil can be
classified based on their chemical compound. This
method of classification is more accurate compared to
the human sensory evaluation [4]. The chemical
compounds of essential oil need to be analyzed in order
to classify the grading of their quality [5].

The quality of kaffir lime oil can be determined based
on their abundances of major chemical compound.
Many researchers found the major chemical compound
of kaffir lime oil was monoterpene components. The
monoterpene components discovered were Citronellal,
Limonene, B-pinene, o-pinene and Sabinene [6-9]
Besides that, caryophyllene was also identified by
Ngan et al., researcher from Vietham [10] and
terpinene-4-ol was found by Hongatanaworkit &

Buchbauer as another major compounds of kaffir lime
oil [11].

Furthermore, to overcome the inconsistent result of
classifying oil grading and the amount time consuming,
this project proposed a latest technique of classifying
major compounds in Kaffir lime essential oil using
Non-Linear Support Vector Machine (NSVM) to
perform the automated grading. A SVM is a method in
supervised learning that usually used for classification.
SVM is used to overcome the problem of classification
and regression with linear or non-linear data [12, 13].
However, NSVM will be applied when the data
consumed can’t be easily separated with linear line.
Therefore, the kernels ought to be used to make non-
separable data into separable data. Kernels is used to
map out the data from the vector input into the high
dimension vector space [12]. In this project, the RBF
kernel and polynomial were choosing to be tuning into
NSVM. The abundance percentages (%) of major
compounds act as an input and will be supplied to
NSVM model develops by kernel. The output will
determine the quality of kaffir lime oil whether it is
low or high in quality. Hence, the oil quality and
grading of kaffir lime will be classified by using an
automated intelligent nonlinear support vector machine
(NSVM) which regards to their chemical compounds
and reduce the time-consuming during grading
processes.

Materials and Methods
Sample preparations
The 90 samples data of kaffir lime oil that contains
high and low in quality were used in this study that
contains high and low quality. These data were
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obtained from 15 samples Kkaffir lime oil before
applying synthetic data. 12 samples of kaffir lime oil
obtained in the market with different various brands.
All 12 brands kaffir lime oil was sent to Forest
Research Institute Malaysia (FRIM) to extract the
chemical compound by applying gas chromatography-
mass spectrometry (GC-MS). It was found kaffir lime
oil has almost 96 chemical compounds. Another three
samples kaffir lime oil data get from previous
researcher[7, 9, 14].

Z-score technique

The Z-score technique was utilised to group the data
and assign an explicit grouping to the data population
sample in this study. Previous studies have used Z-
score approaches to establish a specific set, with Z-
score being a widely used application for standardising
data and calculating a factor score. Thus, the Z-score
technique was applied to identify the significant
chemical compound of kaffir lime oil [4]. In this

technique, the two significant chemical compounds of
kaffir lime oil were found, which were B-pinene,
limonene, linalool, citronellal, and terpinene-4-ol. The
five chemical compounds were used as a marker
compound for the NSVM classification method. Table
1 shows samples kaffir lime oil was used in this project
and its significant chemical abundance (%). There are
11 HIGH samples and 4 LOW samples of kaffir lime
oil. Samples AA, AB and AC got from previous
researcher that were extract directly from Kkaffir lime,
so they were labelled as a high quality. Another. 8
samples HIGH kaffir lime oils are traded as high
quality by certified trader and some of them were
published as high-quality kaffir lime oil

The quality of kaffir lime oil was determined based on
its chemical = abundance (%). The higher the
abundance(%) of this chemical, the higher quality of
kaffir lime oil [6, 8, 15-17].

Table 1. Significant Kaffir lime chemical constituents used for classification (Group' 1' for HIGH quality and '2'
for LOW quality

Abundance (%)

. ) ) ) . Group
B-pinene Limonene Linalool Citronellal Terpinen-4-ol
AA 16.8 19.8 1 7.8 2.8 1
AB 8.974 28.649 0.541 8.29 0.47 1
AC 9.321 26.446 0.687 6.63 1.0541 1
WS 1.42 0.52 7.19 60.06 0.99 1
FF 0.6 0.46 5.68 54.73 0.62 1
T 18.13 22.7 0.44 0 11.15 1
SS 0.56 0.37 7.4 79.39 0 1
SE 10.47 15.06 1.85 28.32 5.98 1
S 16.37 24.39 0.38 0 10.84 1
NL 1.16 0.42 7.35 60.65 0.85 1
DE 16.19 23.01 0.8 4.45 9.93 1
SP 0 16.8 2.48 0 0 2
C 0.19 18.49 2.14 0 0 2
B 0 0 12.38 51.05 0 2
LL 2.19 50.61 7.14 0 0 2
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Synthetic data

All 15 data was added with synthetic data to become
90 samples data to increase the performances
classification method[18]. Synthetic data was created
by adding the SNR signal to the original input-output
data. The synthetic data equations can be represented
as follows, as recommended by Sevgi [19]:

Ysynthetic = Ynsvm + Ysnr 1)

The original NSVM input-output data is Ynsvm, and
the SNR signal or random noise is Ysnr. The trend of
the original data and original data with synthetic data
should be the same. The calculation minimum,
maximum and median of synthetic data are done to
support the trend similarity.

Data pre-processing

Data pre-processing done for this experiment consists
of a holdout cross-validation strategy for splitting data.
The data is divided into ratios 80%:20% for training
data and for testing data that was recommended by the
authors [5, 20-22], which were for training data set it
has 72 samples while the testing data has 18 samples.
The ratio is applied in that manner due to the higher
number of the training data collected, hence the higher
accuracy results appeared on the model [22]. On the
other hand, the difference between these two data sets
is that the training data is used in model creation while
the test data is performed as the model output
prediction.

Build the NSVM classifier model

In the real world, data is rarely linearly separable. Most
are non-linear. NSVM is modified by entering the
kernel functions into SVM. There are a few types of
kernel functions of NSVM: polynomial, quadratic,
RBF, and sigmoid [23]. When using NSVMs in
practice, it's especially vital to pick the correct kernel
parameters. Thus, this experiment will test two
different kernels to find the best kernel for modelling
the quality kaffir lime oil grading. The two different
kernels are the Polynomial kernel and RBF kernel. In
general, the RBF kernel is a good starting point. This
kernel nonlinearly 'maps samples into a higher-
dimensional space to handle the case where the
relationship between class labels and attributes is non-
linear, unlike the linear kernel[24]. The polynomial
kernel is selected because this kernel gives 100%
accuracy for agarwood oil grading in a previous study
[20] compared to the RBF kernel that is given only
89.5% [25].

The compounds gathered from the 90 samples of kaffir
lime oil were used to train NSVM with Polynomial
kernel and RBF kernel. The abundances (%) of the
chemical compounds act as input, and this input were
fed into NSVM model development, and hence the
output is set to be either '1' or low '2' quality. All the
analytical work was performed automatically by using
MATLAB software version R2020A. Figure 1 shows
the flowchart of NSVM modelling.
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Figure 1. Flowchart NSVM modelling

Performance’s measure

The performances for NSVM modelling were
measured by using the confusion matrix. Other than
that, measurements such as accuracy, sensitivity,
specificity, precision, and Mean Absolute Error (MAE)
would also be used to obtain more granular and precise
model-building results. The accuracy (ACC) is defined
as the effectiveness of the classifier. The calculation of
the accuracy is as follows [29]:

ACC=(TP+TN)/(TP+FN+FP+TN) (2)
Sensitivity (SENS) is defined as the rate of a true

positive. The effectiveness of a classifier to identify the
high quality of kaffir lime is as follow [29]:

SENS=TP/(TP+FN) 3)
The specificity (SPEC) is interpreted as the rate of the
negative. The effectiveness of a classifier to identify
the low quality of kaffir lime is as follows [29]:

SPEC=TN/(TN+FP) 4
Precision (PREC) is interpreted how often it is correct

when it predicts high quality of kaffir lime oil as
follow:

PREC=TP/(TP+FP) (%)
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Results and Discussion

The confusion matrix result is shown in Table 2 for the
polynomial kernel and Table 3 for the RBF kernel.
Where TP (True positive): Classified as HIGH quality
and the actual was HIGH quality, FP (False positive):
Classifies as HIGH quality but the real is LOW quality,
FN (False negative): classified as HIGH quality, but
the actual was LOW quality and TN (True negative):
classified as LOW negative and the actual is LOW
quality. From the result in table 2 and table 3, the value
of TP for Polynomial and RBF were 14 and the value
of FN for both kernels is also the same, which is 0. FP
value for table 1 was 4, while FP value in table 2 was
0. TN value in table 1 was 0 while TN value in table 2
was 4. This result shows that RBF kernel is better than
the polynomial kernel because the best model does not
have value of FP and FN.

Table 4 shows the comparison performances between
the polynomial kernel with RBF kernel. It is clearly
showing that RBF kernel is way better than
polynomial. RBF kernel can reach up to 100% of its
accuracy, sensitivity, specificity, precision, and 0%
mean absolute error (MAE) compared to the
polynomial kernel which only manage to-achieve 100%
in its sensitivity, 66.78% accuracy precision, and 0%
specificity, and 0.22 for MAE. In general, the lower the
MAE, the better a model's ability to match a dataset.
We may compare the MAE of two distinct models to
see which one delivers a better fit to a dataset when
comparing them.

Table 2. Confusion matrix for polynomial

Data Class N=18

Classified as HIGH Classified as LOW

actual HIGH
actual LOW

TP=14
FN=0

FP=4
TN=0

Table 3. Confusion matrix for RBF

Data Class N=18

Classified as HIGH Classified as LOW

actual HIGH
actual LOW

TP=14
FN=0

FP=0
TN=4

Table 4. Confusion performances between polynomial kernel and RBF kernel

Performances Polynomial (%) RBF (%)
Accuracy 66.78 100
Sensitivity 100 100
Specificity 0 100
Precision 66.78 100
MAE 0.22 0
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Conclusion

This paper has successfully evaluated the Kaffir lime
oil quality either high or low by tuning in polynomial
kernel and radial basis function (RBF) kernel into
NSVM. The result shows RBF kernel was able to
produce 100% in its accuracy, specificity, precision,
and sensitivity compared to Polynomial kernel which
was able only to produce 77.78% in its accuracy, 100%
sensitivity, 0% specificity and 77.78% precision.
Hence it is also can be concluded that RBF kernel
parameter better than polynomial for kaffir lime oil
grading classification. Since the finding and outcome
were effective and significant, thus this study
contributes a lot of benefits for future study especially
in kaffir lime field.
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